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Neural networks are powerful feature extractors - but which features do they extract from their data? And how
does the structure of the training data shape the representations they learn? We investigate these questions
by introducing several synthetic data models, each of which accounts for a salient feature of modern data
sets: low intrinsic dimension of images [1], symmetries and non-Gaussian statistics [2], and finally sequence
memory [3]. Using tools from statistics and statistical physics, we will show how the learning dynamics and
the representations are shaped by the statistical properties of the training data.
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