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Few-shot learning for automated content analysis
(FLACA) in the German media debate on arms

deliveries to Ukraine

The use of pre-trained language models based on transformer neural networks has significantly advanced the
field of NLP and offers considerable potential for improving automatic content analysis, e.g., in communication
science, where their widespread adoption is still limited. In our poster, we highlight challenges and promises
by employing transformermodels combinedwith parameter-efficient few-shot fine-tuning to need less labeled
data in complex annotation tasks using automated procedures. The results indicate a noteworthy zero-shot
understanding of ChatGPT of our definitions of claims and arguments while our tailormade few-shot methods
outperform it using a medium number of human annotations as training data.
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