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In-the-wild Speech Emotion Conversion Using
Disentangled Self-Supervised Representations and

Neural Vocoder-based Resynthesis

Speech emotion conversion aims to convert the expressed emotion of a spoken utterance to a target emotion
while preserving the lexical information and the speaker’s identity. In the context of human-machine inter-
action systems (e.g., social robots), to improve the naturalness of machine communication, the generation of
emotionally expressive speech is required. In this work, we introduce a methodology that uses self-supervised
networks to disentangle the lexical, speaker, and emotional content of the utterance, and subsequently uses a
HiFiGAN vocoder to resynthesise the disentangled representations to a speech signal of the targeted emotion.
Results confirm that the proposed approach is aptly conditioned on the emotional content of input speech
and is capable of synthesising natural-sounding speech for a target emotion.
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